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MOD:  Anyway, we very much appreciate that you're here. 

First set of questions, the introductory questions, if using just your first name if you can tell us in general what kind of data centers your company operates and what industries you serve; what your role is in your company; and how many data centers do you make purchase and management decisions about?  So you, personally, on your job.

Who wants to start?

David.

MALE1:  Sure.  My name is Dave.  I'm at an institution, a non-profit one that operates in six states here in the U.S. and one overseas.

So we have a main data center here in New York which is our headquarters.  And then we have four smaller operations throughout the country.

MOD:  And you own and operate them or?

MALE1:  We own and operate them, right.

We do have some co-lo facility which we're looking to expand.  So we're looking for a different provider.

And my title is--

MOD:  They might be here in this room, you know?

MALE1:  They may be.

I am the infrastructure manager for the organization.

MOD:  And what does that mean?

MALE1:  So I manage all the circuits from us internally, so we run the MDLS between our sites and our circuits to the cloud, as well as the data centers and the servers in those data centers, the UPSes, the [environmentals 06:10] and yadda, yadda, yadda.

[Laughter]

MOD:  And the yadda, yadda, yadda?

MALE1:  Yes. 

[Laughter]

MOD:  And you make purchase and management decisions about the--

MALE1:  Yes. 

MOD:  We'll just keep going.

PatPass?

MALE1:  Oh, I'm sorry, the industry.

MOD:  The industry.

MALE1:  Yes, we're non-profit, so we're, I guess you could say education because we do advocacy work.

MOD:  Okay, great.  Great.

PatPass?

MALE2:  I may need to pass or duck out.  I mean, I can't, maybe I misunderstood maybe the role of this platform.  I can't get into very specifics, so--

MOD:  About?  Can you tell me what you can't get into specifically?

MALE2:  Just anything about the size or scope.

MOD:  Can you tell us anything about--

MALE3:  Big or small?

[Laughter]

MOD:  How you make investment decisions and how it relates to energy efficiency is really the focus of this talk, so that comes down to what kinds of equipment you invest in and under, how you make those decisions, so does that help the scope for you?

MALE2:  Okay, yes, I'm like, maybe -- sorry.

MOD:  I don't want you to be uncomfortable knowing anything.

MALE2:  Yes, yes.  Sorry.

MALE3:  You get no benefit out of it.

MALE2:  Yes, exactly.

MALE3:  [It’s only gonna 07:43] be pain.

MALE2:  Yes, sorry.

MOD:  Okay, did we get your questionnaire or was that too much?

MALE2:  Well, I just didn't put down too much.  I just answered the multiple choice, but yes, I just -- given, just given my instruction before I came.

MOD:  Absolutely.  We respect and you're clear about what will be talking about.  Again, we're not trying for trade secrets, but we do want insights.

MALE3:  I just realized you're going to be subject to an ND order now.

MALE2:  What's that?

MALE3:  You're going to be subject to an ND order now when you go home.

MOD:  No, no, no, no.

[Laughter]

MOD:  Don't put the fear of anything in there.

MALE2:  I just, I apologize.

MOD:  You just feel uncomfortable.  Okay.  

MALE2:  Yes, just--

MOD:  Because I could show you the questions if that's of any help.

MALE2:  Yes, I kind of thought we would be discussing more in general, like, energy efficiency and not getting into specifics.

MOD:  In general, well, it is energy efficiency in relation to data centers.  Is that too specific?

MALE2:  Yes.  Well, just as far as pertaining to the company.

MALE3:  Well, you can hang out and if you don't, if you hear something private--

MOD:  Can we stay?  It's up to you.
MALE3:  That’s fine.  

MOD:  You could just listen. If you feel like you can add something, otherwise I won't look at you, but you can listen because--

MALE2:  I don't mean to derail the--

MOD:  No, that's all right.  It's a first, but we'll deal with it.

So I hope the rest of you are comfortable.  Now, I know there's a lot, a wide range of how sensitive companies are to talking about--

MALE3:  I mean, yes, we're very sensitive, you've just got to be careful what you say.

MALE4:  Yes, I have some concerns, too, so.

MOD:  Yes, well, I don't want you to say anything that's a trade secret, but again, your company's name nor your name will ever be attached to any information that gets out into the world.  And it's going to be combined--

MALE3:  Except for the other guys at the conference.

MOD:  If they combine with maybe, let's see, 50 or 60 other experts like yourself, so it's actually going to be, the idea here, as I understand it, is going to be used as part of a projective kind of model.

And so again, it's not going to be your individual inputs that are going to be represented, but more the aggregate, okay?  It's very qualitative at the same time.

Okay, we'll just go on and hear from Phil.  What do you do and what's your situation in terms of how your data center, what type of data centers you have--

MALE3:  Enterprise Banking International, I'm global engineering.

MOD:  And how many data centers?

MALE3:  Logically, we have eight.  Physically, we have about 20.

MOD:  Logically eight.  Physically 20.

And you said it was financial?

MALE3:  Financial.

MOD:  And how about you, GeraldJoe?

MALE4:  I work for a non-profit healthcare organization and enterprise customer.  I directly manage three data centers, soon-to-be two, we're consolidating one of them.  And indirectly eight other data centers throughout our system.

And I'm the director of data center facility and technologies, so I cross both the IT, I came from the IT world, but I manage all these facility folks.

MOD:  So you have responsibility for the technology side, okay.

MALE4:  The ones I don't manage, they come to me when they need money to fix things.

MALE3:  You beat yourself up is what you're saying?

[Laughter] 

MALE4:  I try to guide them and then when they need money, that's when I manage.

MOD:  You become--

[Laughter] 

Yeah, right.  That's great.  Here's an easy question to get us going.  I hope it's easy; when you are setting a new data center or you're doing a major renovation, I'm talking major renovation of a data center, an existing one, that involves replacing major IT or major building systems like chillers and so on.

What are the top three factors you consider when you're doing this; when you're either building a new one or doing a huge upgrade?

Who wants to -- Joe, would you like to start?

MALE5:  Sure.  I guess right now evaluating a new data center, the same basic things for resiliency.  What kind of availability.

MOD:  Is that like reliability or?

MALE5:  Yes, it's like the availability -- 

Our management believes we have a Tier 5 data centers, so--

MOD:  I hadn't even heard of Tier 5 before coming here.

[Laughter]

MALE3:  They're in Neverland.

MALE5:  But clearly they don't pay for them.

But the second thing is the cost-effectiveness.  We do long-term.  We do life, the life of the product, whatever we're building.  So we're evaluating the data centers right now.  We're comparing ten-year cost of ownership to total cost of ownership, so it's not just the purchase itself.  It's how efficiently it runs.

MOD:  So operations plus the actual equipment efficiency.

MALE5:  Yes, right.

Regardless of how we finance it, whether it's operating or capital, it's all the same over ten years.

MOD:  Number three?

MALE5:  Number three is security. 

MALE:  They come together.  It's a curious part of what we do.

MALE3:  Just tell them if they're not talking to mute their phone.

[Long Pause]

MALE5:  -- especially.

[Long Pause]

MOD:  So in terms of cost-effectiveness, is the cost of power part of what you -- or efficiency -- 

MALE5:  Cost of power is definitely part of it.

MOD:  -- efficiently and energy efficiency is part of that.

MALE5:  I get a number, a place we have to be.  That's part of the formula.

MOD:  Now, top three factors you consider when you're--

MALE3:  I would echo except for maybe legal distinctions.

[Long Pause] 

MOD:  -- data center.  

You're good?  You're agreeing?

Okay, David?

MALE1:  I don't operate to the level that these two gentlemen do, probably not this gentlemen as well, but for us, certainly, I think I would have to say that one of the three would have to be energy efficiency.

So for us, because  of the work we do, we would have to consider heavily things such as lead and POE, although that can be fudged.

MALE5:  Would you spend more to get that, even if it didn't pan out from a TCO perspective?

MALE1:  I think I could argue that it's a wash or it's slightly more expensive, but I would still have to--

MALE5:  All right, so it's slightly more expensive, you could sell?

MALE1:  Right.  I think if it was Magnitudes of order out-of-whack, then that I can't justify, but for my organization --

MOD:  It's really important?

MALE1:  -- it's really important.

MOD:  And actually if you had to just say how important it is, so you would say it's definitely important?

MALE1:  Top three.

MOD:  And how about you, Joe and Bill?  Is it important, somewhat important, not too important; the energy efficiency consideration?

MALE5:  It's very, very important.

MOD:  Very important?

MALE5:  Energy is the most variable long-term cost to have.

MOD:  So in terms of how--

MALE6: It's only important from the sense of the TCO.  If it's slightly, as was said, if it's slightly doesn't pay, then it's somewhat important.

MOD:  So TCO means?

MALE6: TCO means total cost of ownership.

MOD:  Someone could call that ROI if they included--

MALE6: Not ROI.

MOD:  Total cost of ownership --

MALE6: Total cost of ownership.

MOD:  -- is what it takes to build it, invest in it, and operate it at the time; is that what that means?

MALE3:  Run it and maintain it.

MALE6: Right.

MOD:  Run it, maintain it, and operate it, okay.

MALE6: You have two different options; I could spend a lot and have very high efficiency.  I could spend a little and have low efficiency.  I've got to look at that over the life of the equipment.

Whatever comes out to have the lowest TCO, I will tend to focus, well, presuming that reliability and all the other things are equal, that's where I will tend to focus.

MOD:  So Kyle, you?

MALE7:  As part of the common answer you've got to focus on costs, number one, yeah.

MOD:  Okay, but you have a little bit, it sounds like David has a little different type of organization in terms of--

MALE1:  Yes, I have a different organization, exactly, because our mission is different from profit.  

So for my supporters of Magnitude, I can say I think -- I haven't had this conversation with my executive management, so I don't know, but maybe if the TCO was conventional versus immediate efficiency, if we have two orders of Magnitude, my management might still say go and do it.

If it was ten, then no.

MOD:  There is no limits, right?

MALE1:  Right, but I don't know what that number is.

MOD:  Not sure exactly what that number is?

MALE1:  We would significantly spend more to gain back [our] [inaudible 18:23].

MOD:  Now, I want to know where you find out information about equipment?   [Long Pause]  And also technology and new equipment information.  Who do you rely on?

[Long Pause]

MALE1:  -- players in the industry, consultants we have, energy consultants, sustainability consultants.  We look to gain some advice on energy.

MOD:  Other places people go?

MALE6: The internet, it’s always true.

[Laughter] 

MOD:  There's always information on the internet, that's for sure.  How about you, Joe?  Where would you turn?

MALE5:  In addition to those sources, I mean, places like this.  It's a little different.

MOD:  A conference?

MALE5:  Certainly.

MALE6: Yeah, networking with others in the industry and outside the industry.

MALE5:  And we take vendor information with a grain of salt.

We have an engineering company that we use developing research things and we also use an external advisory company, that industry advisory company that has standards and can do research for us.

MOD:  So consider a variety of sources that you triangulate to make a decision then?

MALE6: I also look at industries outside of our own industry because I think that our industry is slightly behind the times.  I'm talking about the data center industry in general.

So if we look at a chemical plant or a manufacturing plant, they are way ahead of us with the data center.

MOD:  Way ahead in which way?

MALE6: In all ways.

MOD:  In all ways, okay.

MALE6: In all ways.

MOD:  Give me a specific.  What are specific ways?

MALE6: So in a chemical plant, they control process, so I -- building a control system in a data center was easier to handle than any kind of building control system.  You can probably handle maybe 10,000 points or 50,000 points.  

A control system in a chemical plant could probably handle 5 million points.

So the--

MOD:  That's interesting, yeah.

MALE6: And the cost-per-point in a data center might be $100.  The cost per point in a chemical plant is probably $2 because they've got the process down.  They got the, they industrialized the -- it's what we call it here, industrialized the process.

Data centers are not, I'm not to that point yet.

MOD:  Do you deal with manufacturers directly or is that the same as vendors?

MALE3:  Same thing.

MOD:  Same thing as vendors?

So they come to you, I assume?

MALE4:  Mix of them.  

MOD:  Mix of some that you go to because you know them and others that come to you and try to sell you things; is that right?

MALE6: Well, everyone has a hidden agenda, right?  Not everyone, but a lot of people I come across.

[Laughter]

MOD:  Well, they have an agenda, that's for sure, and--

MALE6: It might not be so hidden.  It might be very obvious.

MOD:  So what sources provide, would you say, reliable estimates of energy use?  Do the manufacturers?  Where would you think you get the most reliable estimates of energy?

MALE3:  Manufacturer labels or guideline on a good day.

MOD:  On a good day?  Okay.

MALE3:  There are many different areas.  If you're talking IT equipment, basically it's kind of worthless.

MOD:  And David laughing, I think in agreement.

MALE3:  We're at least engineers.  I mean, it's driven by lawyers, right?  So.

MALE6: I mean, for IT equipment, we test it to make sure it is what it is.

MALE3:  Right, the label itself is driven by lawyers.

MALE6: The lawyers will shoot for the worst case.  The rating of the power supply is not necessarily how the equipment operates.

Although, I would say that the infrastructure equipment, the manufacturers, it's right around 100 percent.

MOD:  You are both nodding.  Do you agree with the manufacturer being fairly accurate?

MALE3:  Well, I'm using the immediate tolerance.

MALE6: I mean, if the UPS vendor says it's going to be around 97 percent at a 50 percent load, he will run at 97 percent at the 50 percent level.

MOD:  So where would you go?  So that's one source of reliable estimates, it sounds like.

Among the things you've listed, what are more reliable or less reliable sources for estimates of energy use of equipment or facility infrastructure?

Is that the right term?  How the building is built.

If you really wanted a reliable estimate, where would you go?  Of energy use.

MALE6: For all equipment or infrastructure?

MALE3:  Data center.

MOD:  Well, I said except if they're different, then tell me that, because I don't--

MALE6: I think, like as you said, IT equipment we test.  We put it under test and do that.  Every manufacturer looks at the faceplate differently and they give you numbers.  It doesn't matter.  It's your load and how you load it up, but--

MOD:  So you do your own testing and make sure--

MALE6:  We do our own testing to do it --

MOD:  Operator--

MALE6: -- because we do everything by power.  We track everything by power.  We do chargeback the whole way through our infrastructure by power; how much we do, we relate everything to power because that's the critical path kind of element.

On the other equipment, it's really going to, again, some -- in addition to the manufacturers, people who have experience, our engineering company, and then other people actually use the equipment.

MOD:  Anybody have anything else to add to this in terms of, I mean, you can imagine--

MALE5:  We've kind of moved away from it in the sense of, I don't care, and I don't want to say that I don't care about the energy efficiency, but I want to transfer the risk that I take in building my own to somebody else.

So either if I go to co-lo and demand it is part of the KPI of co-lo or if I build it myself, I'm looking for a design build that somebody is going to guarantee the -- 

So at the end of the day, I'm just trying to achieve a certain energy efficiency, and if I can buy that risk out, I will buy that risk out.

MOD:  How about you, Dave, do you do it that way or do you do it a different way?

MALE1:  We don't have the ability to do a lot of testing because we're a non-profit, so we're a little resource, under-resourced.

MOD:  Why do all non-profits say that?  It's because they are.

MALE5:  We're a big firm, we're still under-resourced.

[Laughter]

MALE1:  Well, IT [unitarily] is under-resourced [inaudible 25:50].

MALE5:  Do more with less.

MALE1:  We do more with less every freaking day.

MOD:  So you don't test, but you do try to get different sources of information and--

MALE1:  Absolutely.  We do that.  Like I said, we have some external consultants that we try to draw upon to see what they know.  And network, to talk to other people and see what they're doing.

MOD:  That's good.  Let's, I want to move on to another type of topic.

So the question at this point, I'm supposed to be able to refer to the online questionnaire, but since I don't have those answers I printed out, I'll talk to you about--

MALE6:  I know you got to be able to summarize it.

MOD:  I have to ask some additional questions, I'm sorry.  

So do any of you lease data centers or facilities based from other companies?

MALE6:  Yes.

MOD:  You do?  Is that the co-lo situation?

MALE6:  Yes.  That's probably 80 percent of our portfolio now.

MOD:  80 percent you lease from -- how about you, Joe?  Are you own--

MALE5:  I don't count the cloud as leasing, so no.  Less than five percent.

MOD:  Less, okay.  So this is just a question for Phil for the moment.  Do you pay space alone or are there other charges that you pay based on factors such as power use?

MALE3:  As I said, we now do it based on KW and POE.   As well as reliability.  There's also KPIs for a lot of that.

MOD:  So that gets factored into whatever you're paying?

MALE3:  Correct.

MOD:  And you know how they factor-in the transparence?

MALE3:  Yes. 

MOD:  An estimate or actual cost, I don't know which one, in terms of power use?

MALE3:  Well, we know what the power use is.  We pay the bill.

MOD:  So you pay the bill and how about if you need to have a major power and cooling infrastructures use, fixed or upgraded use?

MALE3:  It's not our problem.

MOD:  You don't get involved with that?

MALE3:  You have the KPIs.  They have to do whatever they have to do -- 

MOD:  They have to do whatever, okay.  This is what you're saying; that somebody else has responsibility.  Okay, great.   And so do any of you lease data center equipment or space to other companies?

MALE5:  Yes. 

MOD:  So how is that relationship structured in terms of power use in particular?

MALE5:  From a physical data center perspective it's on power.  We do look at space to make sure it's not abusive, but it's power-based.

MOD:  It's power-based.

MALE5:  All my resources, everything are there.  If they go above it in resources there's adders and things like that, but you know it's not a huge piece of our business.  But we do.

Because we measure, that's how we measure my regular customers.  Everybody is a customer to me, so.

MOD:  Right, whether you own it or--

MALE5:  Internal or outside.

MOD:  And who determines when something needs to be fixed or upgraded in that situation?  Is that something you do?

MALE5:  The ones for the customers?

MOD:  Yes.  Well, ones that, for yourself you're obviously determining that, but if some customer has a problem with equipment.

MALE5:  Well, it's their equipment.

MALE2:  If somebody has a problem with the UPS system, what do you do there?
I have bigger problems.  [Laughter]  Somebody says I'm paying too much in air conditioning charges?

MALE5:  Tell them to [inaudible due to low volume 29:30].

[Laughter]

MOD:  That's not his first concern, right?  If I were hearing you right, Joe.
 
MALE5:  Yeah.

MOD:  Or maybe it doesn't happen that often.

So does anyone else lease data center equipment to other companies?  No?  Okay. 

So we still have one more question along this line, so this is basically for Phil and Joe.  Are builds based on actual measured energy use or electricity use or estimated?

You said it was actual?

MALE5:  Neither.  

MOD:  How about you?

MALE5:  We do estimates.  We do periodic meter on different equipment types and then we chargeback based on a bunch of different pieces of equipment that they use.

MOD:  Does demand charge ever get factored-into this?  Someone made me explain it which I didn't do well at the time, so I'm not going to try again.

Yes, in your case, Phil?  

And how about you, no, not in your case, Joe?

Are your data centers run in a single organization with one budget, one team, on box or are they broken out into separate, I hesitate to use this word, siloes where there is individual budgets, teams involved?

MALE3:  What do you mean run?  You mean operate?

MOD:  Operated.  I mean, are there lots of teams that are operating individual data centers or, you know, there's like one team per data center and one budget per data center?  One box for data center? 

Or is it more rolled-up into an integrated system?

MALE3:  There's a budget for the operation of the data center down to the rack, down to the power.  But the IT equipment is bought by another group.

MOD:  So there's some separation there.  

I'm trying to get at--

MALE3:  There are four or five other groups; the network, communications that links to the outside of the building are bought by another group.  There's a telecommunication group, a hardware group.

So they would buy the equipment or they would lease the -- or buy the lines or buy whatever it is, and then the data center is one budget.

MOD:  And that means you pay for all of the energy bills, is that what that -- really, we're trying to get--

MALE3:  Well, it's energy.  It's maintenance.  

MOD:  All the costs.  We're kind of trying to get at the, if you've ever heard that term 'split incentive'.  If you don't pay the energy bill, you're not as concerned about this, but in your case, you're paying the energy bill, right, for everybody?

MALE3:  Right.

MOD:  Okay, how about you, Joe?

MALE5:  I'm the same as Phil except I have my budget running the data center equipment, but power is separate.  Power is paid by the corporation.  

I don't have any incentive to do anything great with power other than being a good citizen, but that's part of what my management gave me as a goal, so we've got some things--

MOD:  So there's something that integrates those things and --

MALE5:  Right.

MOD:  -- you have someone who is hanging out there, Phil, that maybe doesn't have as much interest in the energy part?

MALE3:  I got a person assigned 100 percent to energy efficiency.

MOD:  All right, so even if they're separate, they're intertwined?

MALE5:  I mean, it's still a very important thing for us because we're the biggest consumer of electricity in our part of the enterprises.

And the other thing is my capital costs, when I do major construction efforts, it comes out of a separate for construction, a group that does that, but I submit budgets to them every year for requests they approve.  And then I work their project managers to administer if needed.

MOD:  How about you, Dave?

MALE1:  I'm sort of the same.  In terms of infrastructure and racks and stuff like that, that comes out of my budget, but facilities are separate from us at the moment.

So they pay the electric bill, but we are very cognizant of that, and so we try to reduce it over time.

MOD:  So it's not that siloed?  I mean, it sounds like in all cases there's an interconnection of the energy costs and the -- helping them run and how the equipment is set-up, right?

Okay, cool.  Disagree with me if I'm not saying something correct.

So at the beginning of this group we talked about how important energy efficiency was and I think you all said it was important, but not necessarily the most important thing for some, more important for others.  But nobody said it was unimportant; it's a big cost, right?

How many of you have recently made major investments that improved the facility energy efficiency?  So Joe, Phil, Dave, Bill?

MALE5:  Not as of yet.

MOD:  Are you nodding over there, Kyle?  I don't want to bother you.

MALE7:  Oh, no.

MOD:  Can you give me, then, Joe and Phil, a specific example of an investment that you've made that has improved facility energy efficiency?

MALE3:  Putting in variable speed drives in all of the pumps and air conditioners.

MOD:  Okay, how about you, Joe?

MALE5:  We put in a -- we're not water, we're on air, so we put in an environmental monitoring and control system that cut our air conditioning energy use and raised our temperatures up and it manages all that for us.

So we cut down our, we don't see a return in my budget, but the corporate power people are really happy with me because of how much energy we've saved.

MOD:  Do we have extra questionnaires?  Because on the back I didn't want to hand out any that had been written on, but you might remember since you filled out this long checklist of things that you've used or didn't use and I just wanted you to--

MALE3:  Yes, I checked off almost everything on this.

MOD:  Well, that's actually what I want to know about and I have now, I can look at some of these sets.  

Let's just look at the facility management part of the top.  Did most of you check-off that you use most of these things?

MALE5:  Yeah.

MOD:  I see people nodding.

MALE3:  Yes. 

MOD:  A lot of these things, we'll come back specifically if there's exceptions, but a lot of these things are pretty, would you say they're fairly standard practice or how would you regard them?

MALE5:  My only exception would be BFDs.

MOD:  The BLDs?

MALE5:  The BFDs.

MOD:  The BFDs.

MALE5:  In my environment and the age of my equipment, it wasn't worth investing in and I turned the whole device software in, so it's abandoned.

MOD:  So you're not--

MALE5:  That's just because of the return on the investments.

MOD:  It was because of the return on investment?

MALE5:  Right, correct.

MOD:  Because I'm interested in either why you used them or why you don't use them.

MALE5:  Again, we're not water-based, so they're not as--

MALE3:  He's not getting a good payback.

MALE5:  I'm not getting a payback.  I won't see a payback for that for BFDs on old equipment.

On new equipment, I'd buy BFDs for those, but old equipment, it just doesn't cost-justify retrofitting old equipment for that.

And then energy efficient lighting, we did a whole thing with LED lighting versus the lights that we use today and I hope to be alive long enough that that lighting sees an ROI that shows it was justifiable.

MALE3:  When was the last time you did a study?

MALE5:  A few years ago.

MALE3:  Towards the end?

MALE5:  Well, we don't--

MALE3:  Do it again.

MALE5:  We don't get incentives where we live for doing some of these things.

MALE3:  You don't have my service.

MALE5:  No.  No.  

MALE3:  I don't have to pay for anything.  You would get a free retrofit.

MALE5:  I would like to move my data center.

MALE3:  You get a free retrofit.

MOD:  What state are you in?  Can you say?

MALE5:  Pennsylvania.  Pennsylvania.

But automatic lights and all that stuff, you know, we found that telling our people to push the switch down was more cost-effective.

MALE3:  Tell the security guard to turn the switch off.

MOD:  So that's two good examples of things you do and why you do them.  And one, why you don't do them.

MALE5:  Right.

MOD:  How about you, David?  Anything on here that hits your fancy about something you really like a lot and always do and why?

MALE1:  Most of these things we do.  

MOD:  Okay.  So anything, and that's fine.  It's a hard question to answer if you do them regularly to answer why you do them because you've done them, right?

So we're just trying to understand.  Is it because generally they work and they're not too expensive or what?

MALE1:  Yeah.

MOD:  All of the above?

GROUP:  Yeah.

MOD:  Is there any on here you don't like?

MALE5:  I don't like?

MOD:  Don't use, I guess, would not use again.  Would not ever consider using in the future or don't use?

[Pause]

MOD:  No?  So we have the one example of BFDs not working in your environment, Joe.

MALE5:  Right.

MOD:  But you use BFDs it sounds like, Phil.

Okay, so any other comments about facility management; either plusses or minuses of the list that's here?

[Pause] 

MOD:  No?  Okay.  Now, I want you to look at the server utilization part.  That's the next set of things down.

Do all of you use virtualization?  I have a hard time with that word.

Okay, Dave does, Phil, Joe, you all use it?

GROUP:  Yes. 

MOD:  Why do you all use it?  What does that do for you?

MALE4:  You know it's based on space.  Based on energy.  It's easier to manage and the manageability.  Big things.

MOD:  They had a lot of reasons for that one.

[Laughter]

MALE3:  The price and the efficiency are what drives the usage of the IT equipment.

MALE5:  It all comes down to costs.  It's like the orders of management, orders of Magnitude and cost savings.

MOD:  That virtualization?

MALE5:  Absolutely.

MOD:  How about, I'm just going to pick one at random.  How about--

MALE3:  How about under-clocking or over-clocking?

MOD:  How about under-clocking?  I don't know--

MALE3:  It's to make it run slower.  Makes the computer run slower and uses less power, but I don't know if any of these IT guys actually do that.

MALE5:  I don't think anybody does that.

MOD:  You don't think anybody does that?  Why?  And why don't they do it?

MALE5:  Because the IT people don't care about power.  IT people, for the most part, don't care about power.  They're just like, oh, it's the server. 

We're teaching them about power and we're teaching them about how to save energy in that, so that one and IP power management software, we're putting it in and we're promising them that we won't change anything.

And then after a year, they don’t want to do it themselves.  Under-clocking would be one of those things.

MALE3:  We looked at under-clocking.  If you have this issue with power in the rack, so you have, you know what the equipment can do, forgetting about even when you monitor it and measure it, it doesn't actually necessarily run or load.  Stuff changes over time.

So if you have a rack that's eight kilowatts, it might be on average doing three kilowatts or four kilowatts.  And there's extra space in that rack.

But from a point of the things that you've measured, if they're all running at 100 percent of what you tested, not the faceplate, your own testing; it might be still four kilowatts that are available that you're not using because it's reserved in that thing.

So we will look at under-clocking that we could actually overload a rack and then if that actually, if the power would actually let-up, we would under-clock the servers in order to keep the power under the eight KW per rack.

It doesn't work.

MOD:  It doesn't work?

MALE5:  Well--

MOD:  I was waiting for the punchline there.

[Laughter]

MALE5:  The under-clocking we're looking at doing.  It's not on the masters of the tell service.  It's on higher-end mainframes and--

MALE3:  Okay, okay, okay.

MALE5:  Which are the two or three million dollar boxes that are turning their clock speeds up and down or turning CPUs on and off individually can save power, significant power when you do it.

So that's where we're looking at under-clocking.

The other one, the flip side of an IT power management for the virtual world, we're looking at turning off entire racks and moving workloads, so two-thirds of our workload at night in our VM were farms.  6,000 VM is valuable. 

And so what every rack costs, at least large racks of all the equipment were very dense, really packed.  We could shift them over to a still highly available pool of servers and then proactively shift them back and wake up the other servers in the morning.

We have a pretty fixed schedule in terms of how our business operations run that on nights and weekends we know what we could [QAS 42:59] down and [QAS 43:00] up.  And that, not doing, not under-clocking, but actually shifting and then turning off resources.

MALE3:  Actually, that's one of the, that's a strategy that's not here.  That probably should be added, being able to move the load around.

MOD:  Able to move the load around, so David is nodding and Phil and Joe--

MALE3:  We don't do that, but I'm just saying it's a good strategy.  If you can do it, it's a good strategy.

MALE5:  Right.

MOD:  And anything, now most of you aren't very much into the multi-tenant data center, but Phil, you are, right?

So is this, what does TCD mean?

MALE3:  TCO.

MOD:  TCO, so total cost of operations?

MALE3:  Total cost of operations, so it's not only the space.

MOD:  Okay, I got you.

MALE3:  It's operations, it's everything.  Everything.

MOD:  Are there any new, cutting-edge technology that you've heard about for improving data center energy efficiency?  Things that are coming on the horizon?

[Pause] 

MALE5:  Well, I mean, chips get fast, so they get hotter.  That's not always going to be true in the future.  And turning up temperatures and proofs, everything of raising temperatures and how the hardware vendors are actually not -- they support it.

MALE4:  As opposed to fighting it.

MALE5:  Not everyone is like that, but you know they had to obviously do some changes in their technologies to allow you to do that over time.  Going from the standard to A1, A2, A3, and A4, you know, those changes in the IT equipment technology will let us reduce the amount of air conditioning from, primarily to do that.

There are other technologies that we've heard of that will eventually change the availability of power management and power availability to servers and technologies there that I believe will change in the next five to ten years also.

But today, it's mostly on the air conditioning and heat dissipation side.

MOD:  How about you, David?  Anything?

MALE1:  No. 

MOD:  No.  How about you, Phil?  You?  New?

MALE3:  I don't know what's new, but the edgy things will be the internet of things.  And as the--

MOD:  Which things?

MALE3:  The internet of things.  So as the sensors and the data and the analytics that go with all that become reality, which is not for years off, you'll see some interesting things.  I don't know what they are, but there will be some interesting things.

MOD:  Right ,when you think there's not going to be something interesting, usually it occurs.  That’s what I’ve found that in the energy business, so.

MALE5:  And Phil hit on something earlier that is extremely important for the data center worlds’ automation.  The controls are just simply not up to speed.  

I think data centers have grown so exponentially and so quickly that the automation is still just catching up.  It's easier to continue building new centers and adding than it is to try to catch up and keep up with the emerging market, so that's a huge part of it.

MOD:  So you think, though, that will be more, the controls will get better?

MALE5:  It's interesting.  It's something that the EPA has already been requiring in the process world, in the industrial world with water plants, power plants, and basic control systems for a simple water plant or a waste water plant is sometimes more robust than a data center primarily.

And you're monitoring thousands and thousands of points that you simply aren't even looking at, at a data center.

MOD:  Now that five million got my attention.

MALE5:  Yes, and it's interesting, it's actually the two separate.  I don't know how deep to get into this, but it's basically almost two separate environments.  The industrialized world uses PLCs with a -- the price point is a lot cheaper and it's a lot more basic the way they use their inputs versus the data center world.

It's almost like they get too fancy for the cost price point isn't down enough.  Whereas if they just got back to basic IO, I think they could eventually get back up to that point because they're basically approaching the issue from an IT perspective versus an automation perspective.

MOD:  So that's also, Phil--

MALE5:  Our environmental monitoring and control system was, I put in 600 sensors to measure everything and the treatment of the air pressure, the flow, everything like that.

And then there was a big analysis system behind them and then the control system that turned the clocks on, there were no PLCs involved, it was all electrical, but it was the same basic thing. 

There's a lot of people who would look at that and say, why would you let that happen to you?

Well, I don't have to watch it.  Once you learn to trust it and it works, and you prove it works, it's automation.  I don't think about it now.  I can go in and say half my air conditioners are on.

MALE3:  Well, in a chemical plant you either trust it or blow up.

MALE5:  But you've got -- I used to work for manufacturing.  I went back, we wrote our requirements’ [step].  One was fail-safe.  What happens if I lose communications?  What happens if I lose power to the control system?  What happens, it goes into fail-safe?

There's standard, it's standard industrial terms.  They all go on, they all stay on, they all run fine, you know, that kind of a thing, but that's the standard industrial requirement for data centers, we just think that way.

MALE4:  Right, and because that world is standardized, you've got all these sensors and all these points that are, the price point is just driven so low because everyone uses it.  Whereas in the IT world and the data center world, everyone is still trying to come up with what is the best solution, so everything is a novelty, everything is expensive.

So I think it's going to be interesting to see how that pans out because the technology is all there.  It's been there for 40 years, 50 years.  More than that, and yet data centers are still catching up.  That's just interesting.

MOD:  So room to go.  Still have a job in the future.

[Laughter] 

MOD:  We'll all have jobs in the future.

We've been talking about major investments to reduce energy use and I'm just wondering how does maintenance and training figure into all of this in terms of what staff do or if you hire outside people to monitor your systems?  How do you manage that end of things?

We know that efficiency does need some management aside from just the equipment upgrading.

Anybody?  Anything you do in this area?

MALE5:  We're not big enough to handle break/fix on the UPSes, the generators, the switch.  We monitor it and we track maintenance and everything like that, but we don't, I don't have an electric engineer on staff or those kinds of people.  So we hire the outside vendors to do that.

But we do the monitoring and we do the, we look at PM schedules and everything like that very closely with that.  And our people, I mean my staff is just a few people, but we train them as much as we can on the different things, but they're not expected to go in there and replace an electrician or something like that.

MOD:  But they are trained to notice if something might get out of whack?

MALE:  You can design a data center to be really well, to be very efficient, but if we don't run it correctly, anything for that matter, if you don't run it correctly all of the energy efficiency is going to get lost, right? 

So we typically do what's called an active conditioning.  So we actually have a third-party which actually monitors our certain points that we've supplied them and they tell us if something has gone awry.

MOD:  So you have outside people, but you also train your people to notice?

MALE:  Well, I don't train them, but we outsource – somebody trains them.  And that's part of their KPIs, again, to make sure that they're trained.

MOD:  And how about you, Dave?

MALE1:  A little mixture of both.  We do some PM internally, but obviously for things that you can't have a head count for, we'll outsource it.

MOD:  And so it sounds like there is internal training as well as, or no?

MALE1:  For full-time or -- ?

MOD:  Yes.

MALE1:  Or [inaudible 51:55] can do that.

MOD:  So remember at the beginning, I asked you about this list of factors that you might consider when you're choosing technologies or strategies to reduce energy use in your data centers.  And I want to go back and talk a little bit about that now that you've all told me so much more and each other so much more.

In terms of what the trade-offs are or the synergies between, let's see, I think I wrote them down; resiliency, availability, cost-effectiveness, security, energy efficiency.  So what are the synergies between all those factors in terms of improved energy efficiency?

I know it's kind of tough; I'm having a hard time with this question, but I'm just interested in how you trade-off these various factors.

So mostly between resiliency and energy efficiency; security and energy efficiency; because as you know, the focus here is on energy efficiency.  It's a very energy efficiency centric world that I'm operating in.

Can you help me out?

So let's get performance versus energy efficiency.

MALE5:  So we just, on one data center we have power coming in and we replaced an old UPS with a new, high-performing UPS, and we've decided that on the side that that is on, we'll run that in an economy mode versus the other side which is the UPS we really don't have an economy on.  We're able to run the full load of transformer-based UPS.

So we're, we are looking at using efficiency kind of things, but still balancing our availability because we know we have a full availability on one side and everything--

MALE3:  Oh, so two ends?

MALE5:  Exactly.

MALE3:  You'll take the chance on one side?

MALE5:  I'll take the--

MOD:  So like a back-up system in a way or is it part of--

MALE:  It’s like a back-up.
MALE:  A little slower to react.

MOD:  Okay, but you have two systems which are one is more and one is less efficient and they're operating together; am I correct?

MALE5:  No, they operate independently, but you have to depend on, you only need one to stay alive, okay, in terms of your computer and IT equipment.  And so--

MALE3:  I think he's willing to take a reliability hit for efficiency.

MALE5:  We're willing to take a reliability hit.

MALE3:  Up to a certain point, right.

MOD:  All right, that's good.  So Joe is a great example.  So who would like to add into this discussion about how?

I mean, we talked it about it sounds because we talked about what your company believes in and efficiency, but not if it's ten times the cost; you're not going there.

What about the reliability issue that Joe was talking about?

MALE1:  Well, for certain, what we call, what we would deem critical kind of applications, if there are certain points of failures, we will put in a second piece to, for high availability.  So we will spend the money for drawing more power because we want to protect ourselves, again, from failure.  We will do that and we've done that and we'll continue to do that for those applications that we deem critical.

But those that aren't, then we won't spend that kind of money on them.  We won't go that route.

MOD:  So do you think that's kind of a trend to try to figure out -- critical systems versus -- one person at the last talk, she was in the drug industry and so what's the difference between having a drug that's just made somebody's ears fall off, so you want to make sure that someone can contact you versus producing dental floss which if you're wasting dental floss--

MALE3:  You can certain segregate the--

MOD:  I mean, that's a different industry, but it's serving, I thought it was an interesting--

MALE3:  I think we're moving more towards where the IT world is handling the reliability better and not necessarily relying on the physical infrastructures to handle the reliability.

So I think we're moving in that direction.  That doesn't mean that I don't have a two-line infrastructure, but I think that when the applications are getting smarter, I think we can be able to reduce the liability.

As far as the question that you asked, we used to look at, oh, if we fail, the data center goes down, it's going to cost the firm a billion dollars and then you say we can't use that number.  It's too outlandish.

Right--

[Laughter]

MALE3:  It's not a simple calculation, so when we design something or buy something, we'll look for a particular -- we don't look at the vertical.  We look at reliability.  And as long as it meets that reliability criteria, then we look at the TCO.

So the reliability criteria is the minimum and the -- we can't rate it.  We can't say that one is more reliable necessarily than the other, as long as it meets that criteria.

And then we do the TCO analysis.

MOD:  Any other things like maintenance and repair issues and does that, how does that interact, for instance with energy efficiency?

MALE1:  If you don't maintain the equipment, it's not going to run efficiently.  That's for almost anything.

MOD:  Okay, in terms of selecting --

MALE5:  Especially with mechanical things.

MOD:  -- technologies?  I mean--

MALE5:  Well, when you're selecting and you look at what, the maintenance is part of the long, whole cost of ownership, so whether it's manpower or vendor to come in and do things, it's all part of the TCO.

MALE3:  I think we're like, well, now I'm not sure where the question was going, but if you add new technology, it just increases your maintenance because now it's not the same piece of equipment.

So would you, how much is that?  And do you reconcile the TCO?  But does it take another thing out?  Does it strain your workforce to be able to handle all different types of equipment and maintain all the different equipment?

Even if you are just not managing, the vendor comes in because now you're dealing with five vendors and not two vendors.

You know, I'm increasing my vendor pool by keep on buying different pieces of equipment.  I may be more energy efficient, but I've got a different vendor.

I think that's where the question was going.

MOD:  Yeah, the question is kind of what's the trade-off between being more efficient and the other factors, and I think we did quite a bit of discussion about the resiliency part of that and is that still a part of the availability, is it still at the top of the list--

MALE3:  Maintenance can kill your reliability and can kill your efficiency.

MOD:  How about sights?  Sighting and climate and those kinds of, in terms of climate change and how do you sight--

MALE3:  Climate change?  Never heard of it.

MOD:  I'm sure you have.

MALE3:  I don't believe it.

[Laughter]

MOD:  I'm sorry I'm mentioning something outrageous.

MALE5:  The efficiency technology should be given.  I mean, if I looked in the northwest and I could use -- or down in the Silicon Valley where they have perfect, perfect air, you can do different things.  But I lived where we still measure particulate in the air and what accumulates.

[Inaudible due to simultaneous dialogue 59:37.]

MALE5:  No, no, no.  There's other states who have burnt all hazardous waste right on their borders if they know the winds go the other way.

MALE3:  Jersey.

MALE5:  It could go either way, but anyway, we measure particulate and one of the things we look at with our new data center coming up is like, damn, we can't do direct air recovery because I don't give a crap what filters are running--

MALE3:  Could you move your load to Washington State?

MALE5:  I can't move my load.

MALE3:  Okay, so it has to be local.

MOD:  So you don't have a lot of flexibility in where you sight.

How about is that true for you, Dave?  

MALE1:  We do care about the sight because the environment and how air flows and that is different even in different parts of where we are, but we're very aware of it.

MALE3:  Our location is driven by our clients, not necessarily where the best location possible is what it is.

MALE1:  I think in the past, you know, there was, it was an afterthought.  Now, it's more part of the discussion.

MOD:  So again, that's one of the quite a few number of things that gets factored into what your consideration is.

How about financing?  Is that anything that affects your choices in terms of energy efficiency?

Well, I mean it sounds like for you, people might spend a little bit more to get the highest.  It sounded like over here that probably wasn't going to happen necessarily.

MALE3:  Oh, no, no, no.  That's logical.  I think people do the right thing.

MOD:  Well, here's the last set of questions.  We're right on-time here.

So this is going to be more about payback.  A deep-dive into the payback world.

Thinking about all of the factors that you've mentioned that impact your investment decisions, do you weight them against the up-front costs and incorporate any of them into an ROI or payback calculation?

So I'm interested in, we've been talking about this a lot, but you know if you had to summarize for me all of the things you put into--

MALE3:  Ours is strict P&L of the purchase or the, whatever it is.  And when I say P&L, I mean, so if I have a piece of equipment that costs a million dollars and if that depreciation cycle is over ten years, so that piece of equipment from a P&L perspective, forgetting financing for a moment, is costing me $100,000 a year.

So from a P&L perspective, that machine costs me $100,000 a year.  

If it saves me $110,000 a year on energy efficiency, all right, it's P&L positive.  It's a no-brainer.  I would buy that equipment in a heartbeat.

So our payback might be ten years, but the cost of depreciation cycle is ten years or 20 years on a particular piece of equipment, I'm able to -- because I look at it from a P&L perspective, I can probably buy a lot more things that are more energy efficient because I have the ability with the P&L that I don't have to worry about payback.

MOD:  Okay.  So the payback really isn't--

MALE3:  Payback isn't a priority.

MOD:  You think about things in terms of--

MALE3:  Strictly P&L.

MOD:  Pay it back.  All right.

How about you GeraldJoe?

MALE4:  For funding I have to do paybacks.  So we have, we compete for funding.  We compete for capital funding and you either do it based on payback or based on regulatory and risk and stuff like that.

But for the general parts of the funds, where upgrades and all of that come out, I have to show paybacks, short-term payback because I'm competing with other people within the company.

You know, somebody wants to build a building or buy a piece of medical equipment or do something, I'm competing with them and they compare it all and there are things for risk and regulatory which are separate.  But when it comes to all the other what they call discretionary funds, spending, then it gets evaluated.

MOD:  So that's like the standard metric everybody is, so they can compare across these investments; is that what you're saying?

MALE4:  Yes.

MOD:  And what's the timeframe; is it one-to-three, three-to-five, what's--

MALE4:  It's one-to-three.

MOD:  How about you, Dave?

MALE1:  Payback does not figure into this calculation.  What matters in terms of priorities is different things are just risk and does it driver our mission.  Does it work with our mission?

So energy efficiency, then, is going to be rated very highly over something that's not energy efficient.

MOD:  Okay, so it doesn't sound like anyone is, well, you are definitely in this world of comparing payback, right?  It's pretty short-term.

You are not in the world of that.

MALE4:  And again, it depends on what the purchase is for.  Sometimes I don't have to do that, other times I do.

MOD:  If there is something that is essential or you have to have it or regulatory, you don't have to?

MALE4:  Right.

MOD:  But Phil, you have always a wider--

MALE3:  Everything has P&L.

MOD:  And it sounds like yours is also wider calculation of a variety of things and some having quite a strong importance, like efficiency can outweigh other factors, even, I mean, given that it's all reliable, again.

MALE3:  Right.

MOD:  Some companies, well, Phil, you've addressed -- I mean, I'm sorry, Jerry, you've addressed this, but are there any circumstances under which those, they'll let you figure anything else into your payback or is it always going to be this one-to-three-year window?

MALE4:  Is it?  How do you mean?

MOD:  I mean, if you're up against other folks, it's always going to be that kind of payback?

MALE4:  Yeah, but I mean there is, there always can be things that are soft reasons why you do things.  We fund it with green energy for a few years because it was a, it made the state government real happy and it made, you know, which eased-up other things on us in some ways.

But that doesn't show a payback at all to us, but it's a very green thing to do and say.

MALE3:  You have the clean electronics is what you're saying.

MALE4:  EPA loved us for a while, but when we started cutting stock, I just took that plaque off the wall and say, we're not going to worry about this.

[Laughter]

MALE4:  We're not going to earn this next year.

And then choose between green energy and people, so it, at that point the climate was right and so we could, if there was this other interest in the company, public relations or whatever, or governmental relations, whatever you want to call them that can influence other things.

MOD:  But if you have a piece of equipment whose life is ten years, you still have to justify that in terms of a one-to-three-year payback.

MALE4:  No, when you write, when you reach end of life, you know you go into [inaudible 1:07:14] category.

If you're going to pay more for maintenance, it's going to break more often, it's going to lower your overall facility reliability and availability, those --

MOD:  Right, that's different than the capital--

MALE4:  -- but compared to others, when you have discretionary things, things that are not like putting in this control system, that was not there.  I was not replacing something.  That was something that was new.

I had to show a return on that investment.

MOD:  Well, anything else on that topic, otherwise, I have one more question and then--

MALE7:  I have just one thing to add.  Well, something that I've noticed just from the private sector perspective is that manufacturers and vendors, the technology is growing and changing so fast that they don't have the proper metrics, or at least they're not staying far enough ahead of the technology to get hard data back to the customers they're trying to help.

So it's interesting that maybe if, and I'm just going to put this, put this jab out there, but like basically private sector incentives versus, right, that would encourage manufacturers to supply that data to help say, hey, look, go to these companies and say, look, these are ways they're energy efficient, but they're actually going to save you money.

Any company, like you're saying, any company is going to say, look at that.  And if it's positive, well, it's a no-brainer.  I have to do this.

Whereas, but basically right now, you go and you listen to a lot of these speakers, you go to booths, everything they're telling you is so generic.  It's so buzzword-oriented.  It's not hard data.

Whereas you can put out regulations and you can force these companies to come up to that standard, but that is never going to get them to that point as quickly as incentivizing these vendors and manufacturers to approach those companies with that data, if that makes sense.

MALE:  There's been a thing that, it actually comes back to this conversation, this talk from last year.  There's ASHRAE standards for temperatures.  I don't know, less than half the data centers I know run anything close to the upper limits of temperature on there.  They don't have any incentives.  They're afraid to do it.  Their vendors tell them, oh, your equipment is going to burn and it's going to be less reliable and all that stuff.

But you can't get information from the vendors.  The vendors will say it's A1 or whatever, but there are people selling the equipment and the people who are maintaining it are frightened to death about temperature and everything. 

For example, last year there was a report given here that was finally published about the effect of temperature on reliability, okay, and if you went out of the standard range up to the next range which could take you from 80.9 up to 90.1 or whatever it is, you know, they basically said that it will impact you by two percent of the equipment reliability.

And then, but they related it back to the fact that the equipment, the standard equipment that is out there is something like less than, the reliability rate of failure rate, excuse me, the failure rate is less than two percent now and that raising your temperature up to that next level reduces that reliability by two percent.  

So that's two percent of two percent which makes it 2.04 or something like that.  You go from 2.0 to, two percent to 2.04 which is like almost nothing in terms of those things.

But those kinds of hard figures are hard to get, but you take that figure and you put it in front of people, and your harder people say, okay, well I guess.

If they're telling you that and that's their numbers, it's -- but those are so hard to find and temperature is the biggest one in terms of overhead.  Temperature is the biggest one, and if I could run it at 100, I would run it.  I run, I have an area where I segregate carrier-grade equipment, I run that in the 90s.  Okay?  Because it can take 110.

MALE3:  I have a PC under my desk that runs all weekend when there is no air conditioning and it runs fine.

MALE5:  I got this energy guy who turns mine off, unfortunately.

[Laughter] 

MALE5:  I'm not using it at night, but.

MALE4:  I just want to respond back to Kyle, and I think that is certainly one viewpoint.  It's if you intend to go by the industry, you'll go and try and do that, but I also have to say that if you don't do laws, regulations, and regulation, then you're not going build design.

So I think it's a push-pull.  I think you have to have both, right, because if you incentivize, but you don't penalize, then you're not going to get the effect that you want quicker.

So I think we have to have a stronger EPA who hands down legislation that says that we need to move towards this in a certain manner.

Now, I'm not saying they should do so in a heavy-handed way, but in the research and the collaborative manner across the industry.  I think everybody would want to kind of have some sort of say, you know, both consumers of data center products and the public as well.

MALE7:  I think everyone has a vested interest in protecting our resources and not abusing them to an extent.  I mean, I know what you're saying, but given our market system, incentivizing companies to make money is, you know, if you just want to be blunt about it, that's really what's going to be the biggest motivator to really drive energy efficiency.

MALE4:  That's one viewpoint, but I have to tell you that I think there are bad apples and there are going to be people on--

MALE3:  There's also bad regulations.

MALE4:  So I see that, but I have to say that I think the best would be to have both.  A push and pull.

MALE7:  Sure, some balance.

MALE4:  There's got to be a balance.

MALE3:  As long as the regulations are not prescriptive and actually is performance-based, I have--

MALE4:  I think they can be.

MALE3:  It can't be prescriptive.

MALE4:  We'll get parties together and you can have something, but you have to start somewhere.

MOD:  Well, that's, and not trying to cut anybody off here, but that's my last question.  Unless anybody has any questions or comments, you've been most valuable in your insights and even Kyle, I thank you very much for contributing.

MALE3:  I was just wondering what we haven't talked about which is when you say that we don't get energy efficiency, to me it's an innovation issue whether it's energy efficiency or anything else.  

The market is rigged against innovation.  The pricing mechanisms for buying goods and services is rigged against innovation for the most part.

So if I go out and I bid engineering services or architectural services when I'm building a data center, already building for that matter, I remember the firms that are competing against each other, they're going to try to give you the lowest price possible because they know that they can lose the job if they're not competitive with their peers.

MALE7:  And the lowest price possible is in the existing technology, not new technology.

MALE3:  But the lowest price possible is when they actually win the job.  Now, they actually have to do the job and they're not going to put in their drawings details of things that they don't know about or being very conservative engineers that they are, is they're not going to put anything new that they know doesn't work because they're going to be on the hook in terms of their insurance for any errors and omissions.

So the system is rigged against innovation and innovation--

MALE4:  I agree with what Phil is saying and one of the things that we're doing, right, is I'm about to put out an RFP to upgrade one of my core switches and active switches and one of the things that I'm going to put in there is that you have to define for me how I'm going to save power.

You have to tell me, and for your bid, it will, when you respond to it, will be evaluated by how you're going to reply to that particular segment about how I'm going to save power and other strategies that I can implement, that your solutions will provide me.

So that's what we're doing as a company and if everybody else can do that, I think that you'll surely respond because I'm selecting the final bidder not on price, but on how you're responding to how you can apply efficiency, energy efficiency.

MOD:  That's interesting.

MALE7:  Phil had a great point.  Going back to incentivizing that emerging technology sector and, I mean, then they're going to have a vested interest in going to those companies and saying, hey, embrace this technology, it's going to save you money.

And then you're going to have that private sector embracing that technology rather than kicking and screaming if you adopt some new regulation, but yeah.

MOD:  Okay.  Really interesting.  And you're free.  I really appreciate it. 

If everybody filled-out the questionnaire that needed to fill it out while they were here, I'd appreciate it, your handing it in.

And I do want to say now that we're off the record or whatever, but what you're saying how it's really interesting because it's what they've tried to do in California with efficiency and to, and also what you're saying, David, is push the envelope of efficiency and then codify it. 

So it's this interesting saying which has resulted in they're the most, as weird as it may sound, the lowest cost per person in efficiency.

MALE3:  There are things, not data center-related, but building-related, there are prescriptive laws in California that stop me from using the most efficient system.

MOD:  Well, I'm not saying it's perfect.  I'm just saying it's an interesting system--

MALE:  Of course, it’s prescriptive -- 

MOD:  I know.  I'm only speaking for myself, not for EPA or anybody else.

MALE3:  Like California?

MOD:  I'm from the west coast, so that's where I do a lot of work, but I just, all I'm saying is it's an interesting model and it has worked pretty well.

MALE3:  The law prevents me from being more energy efficiency.

MOD:  I know that's true, that there are things that prevent you from being more efficient and it's laws and regulations and standards and stuff.

MALE3:  Law of unintended consequences of what you say, so it's very general.

MALE4:  You're saying OSHA is saying that, you know, regulations?

MALE3:  No, this is sort of the state regulation on how you're being prescriptive on energy code.

So you're there saying you have to use an economizer here.

Well, I can do something better than that economizer.

MOD:  Again, I'm not trying to say it's perfect, but it's an interesting example of I thought what Kyle and Dave were talking about, you know, this combo thing is all.  None of it is perfect.

You're free.  You really are free now after I said my piece and I really appreciate as does EPA that you were willing to take your time today.
  
[END OF FOCUS GROUP] 
